
Abstract Many studies have elucidated structures and
thermodynamics of complexes formed by different li-
gands with DNA. However, in most cases structural and
free energy binding studies were not correlated with each
other because of the problem of identifying which exper-
imental free energy of binding corresponds to which ex-
perimental DNA–ligand structure. In the present work,
Poisson–Boltzmann and solvent-accessible surface area
methods were used to predict unknown modes of interac-
tion between DNA and three different ligands: mitox-
antrone and two pyrimidoacridine derivatives. In paral-
lel, experimental measurements of binding free energy
for the studied complexes were performed to compare
experimental and calculated values. Our studies showed
that the calculated values of free energy are only close to
experimental data for some models of interaction be-
tween ligands and DNA. Based on this correlation, the
most likely models of DNA–ligand complexes were pos-
tulated: (i) mitoxantrone and one derivative of pyrimido-
acridine, both with two charged side chains, intercalate
from the minor groove of DNA and bind with both
chains in this groove; (ii) pyrimidoacridine, with only
one side chain, very likely does not intercalate into DNA
at all. Additionally, the non-electrostatic and electrostatic
parts of the calculated binding free energy for the
DNA–ligands studied are discussed.
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Introduction

Studies of interactions between small ligands and DNA,
and particularly studies of DNA–ligand binding free 
energy, are important in chemotherapy but also in 
basic science to help to understand DNA–protein and
DNA–oligonucleotide modes of interaction. On the other
hand, an understanding of energetic factors responsible
for DNA–ligand binding would help to design more se-
lective ligands that interact with DNA.

Many such small ligands are established anticancer
drugs or potent anticancer compounds. These molecules
are usually believed to be groove binders or intercalators
into DNA. [1, 2, 3, 4] Some recent studies also report
structures in which ligands interact with unusual G-qua-
druplex DNA structures. [5, 6, 7, 8] However, the mode
of DNA binding for many anticancer compounds is still
not clear. It is widely accepted that DNA intercalation or
groove binding is a necessary, but not sufficient, step re-
sponsible for antitumor activity of these compounds. [3]
Nevertheless, the mode of DNA–drug binding (intercala-
tion or groove binding) may be important for subsequent
steps (e.g. inhibition of various DNA binding proteins)
and eventually for anticancer activity of these drugs.
This may also be valid for compounds that can be acti-
vated in vivo, since their initial binding mode can deter-
mine the location of chemical bonds between ligand and
DNA.

Many studies have elucidated structures of complexes
formed by anticancer compounds with DNA. Unfortu-
nately, X-ray or NMR structures are available only for a
limited number of compounds. [9, 10, 11] On the other
hand, a substantial number of experimental free energy
studies have been performed for many ligands interact-
ing with calf thymus DNA (CT-DNA) or polynucleo-
tides. [12, 13, 14, 15, 16, 17] Binding studies indicated
the relative binding affinity of different ligands to DNA
as well as ligand binding specificity for certain DNA
base sequences. These experimental thermodynamic
studies, supported by theoretical concepts of polyelectro-
lyte effects and non-electrostatic effects, posed questions
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about different components of the DNA–ligand binding
free energy. Such a division of binding free energy into
enthalpic and entropic or alternatively electrostatic and
non-electrostatic contributions is helpful in understand-
ing which structural elements and molecular properties
of ligands and DNA are important for binding. However,
in most cases structural and free energy binding studies
were not correlated with each other. This is because of
problems with identifying which experimental free ener-
gy of binding corresponds to which experimental
DNA–ligand structure. Usually, experimental free ener-
gies of DNA–ligand binding are determined for calf thy-
mus DNA and, on the other hand, experimental molecu-
lar structures of the complexes formed (solved by X-ray
or NMR methods) are determined for short fragments of
DNA. In both cases, the sequences and molecular struc-
tures of the complexes (position of ligand and its side
chain location within DNA) can be different.

To understand DNA–ligand interactions on the mo-
lecular level, computational chemistry methods, as a
kind of extension of the experimental approach, have
been applied over the last 10–15 years. [18, 19, 20, 21]
Most of these theoretical studies used molecular dynam-
ics or, to a lesser extent, other computational chemistry
methods to predict structures of DNA–ligand complexes.
[22, 23, 24, 25, 26] Some of them applied perturbation
free energy or thermodynamic integration molecular dy-
namics methods to study the relative affinities of similar
ligands to DNA or the same ligand to different DNA
base sequences. [27, 28, 29, 30] Recently, a new metho-
dology based on Poisson–Boltzmann (PB) equations and
solvent-accessible surface area (SASA) methods was
used successfully to calculate the free energy of DNA–
ligand interactions. [31, 32, 33, 34, 35, 36] This metho-
dology is computationally not very demanding and can
reproduce experimental binding free energies obtained
for complexes between anthracyclines and DNA quite
well. [35]

In the present work, the same PB–SASA methodolo-
gy was used as a predictive tool to study DNA–ligand
modes of interaction. Three compounds with potent anti-
cancer activities: mitoxantrone, [37, 38] and two pyrimi-
doacridine-derivatives [39] (Fig. 1) were selected for the
current project. Pyrimidoacridines are new anticancer
compounds that exhibit high cytotoxic activity against
multidrug-resistant cell lines. The experimental molecu-
lar structure of complexes formed between these mole-
cules and DNA has never been reported. However, by
analogy to other compounds with polyaromatic ring sys-
tems, one may assume (as a hypothesis) that these mole-
cules interact with DNA by intercalation. In order to de-
termine the most likely model of interaction between the
compounds studied and DNA: (i) the binding free energy
was measured experimentally for each molecule interact-
ing with CT-DNA, (ii) in parallel, binding free energies
were calculated by the PB–SASA methods for different
topological models of DNA–ligand complexes. A com-
parison of the experimental free energy data with calcu-
lated values for the different intercalation models en-

abled us to propose the most likely mode of interaction
of each studied compound with DNA.

Theory and methods

Binding free energy – measurements

The DNA–ligand binding constants were obtained by
fluorescence titration methods. The details of the fluoro-
metric assays have been described previously. [40, 41,
42, 43] The apparent Kapp ligand binding constant values
were determined using a competitive fluorometric ethid-
ium displacement method that has been used extensively
for other DNA–binding ligands, particularly inter-
calators. [40, 42, 43, 44] We only mention here that, in
order to remove the absorption spectrum of the inter-
calator, the fluorescence of that compound was measured
at different concentration in the buffer. Recorded values
were next removed from the values of fluorescence ob-
tained for the complex DNA–ethidium+compound test-
ed. The C50 values are defined as the ligand concentra-
tions that reduce the fluorescence of the DNA-bound
ethidium by 50%, and are reported as the mean from
three determinations. Apparent equilibrium binding con-
stants Kapp were calculated from the C50 values (in µM)
using: Kapp=(1.0/C50)×Kethidium, and with a value of 
Kethidium=2.5×106 M–1 for ethidium bromide at 293 K.
[44] The C50 values for ethidium displacement from 
CT-DNA were determined using aqueous buffer (10 mM
Na2HPO4, 10 mM NaH2PO4, 1 mM EDTA, pH 7.0) con-
taining 1.0 µM ethidium bromide and 1.35 µM CT-DNA.
[40, 42, 45] The total sodium cation concentration in this
case was 15 mM.

All measurements were made in 10-mm quartz cuvet-
tes at 20 °C using a Perkin-Elmer LS5 instrument (exci-

Fig. 1 The structure of studied ligands intercalating into DNA:
(Mit) mitoxantrone, (PyrI) 2-[2-(Dimethylamino)ethyl]-6-[2-(di-
methylamino)ethylamino]pyrimido[5,6,1-de]acridine-1,3,7-trione,
(PyrII) 6-Chloro-2-[2-(dimethylamino)ethyl]pyrimido [5,6,1-de]acri-
dine-1,3,7-trione



tation at 525 nm; emission at 600 nm) following serial
addition of aliquots of a stock drug solution (~5 mM in
DMSO).

Binding free energy – calculations

Molecular models

To build a model of a DNA–ligand molecular complex,
the DNA decamer (5′-d(CpGpApTpCpGpApTpCpG)-3′)
was constructed using InsightII (v.95) (MSI, San Diego,
Calif.) and in part the X-ray crystallographic data of 
the DNA–anthracycline intercalation complex. [46] The
choice of this particular model of DNA for calculations
was based on two rationales: (i) there is evidence that the
molecules studied have slightly higher binding affinities
to the CG DNA base sequences (mitoxantrone, [47] 
pyrimidoacridines – our unpublished data) and that 
the CG sequence forms an intercalation cleft in our 
DNA model, (ii) the same DNA decamer structure was
used previously to study the binding free energy of the
DNA–anthracycline intercalation complex and the value
of DNA conformational free energy change (i.e. free en-
ergy of DNA unwinding) for this DNA model is already
known. [35] In the model of DNA studied, the intercala-
tion cavity is located between the central CG bases.

The structures of three molecules were constructed
using the Builder module within the InsightII program
(MSI, San Diego, Calif.). Protonated forms of molecules
were built with hydrogen atoms located at nitrogen at-
oms of N-dimethylamine groups in pyrimidoacridines
and at nitrogen atom of N-2-hydroxyethyl group in mi-
toxantrone (Fig. 1). The initial structures were then opti-
mized using the Discover program built into the InsightII
packet.

To test different modes of DNA–ligand interactions,
several topologically different models of DNA–ligand
complex were built for each ligand. These models as-
sume different locations of the ligand’s ring system as
well as the positions of the side chains. In the case of mi-
toxantrone, six models of the complex were constructed:
(i) mitoxantrone intercalated from the minor groove with
both side chains present in this groove in two different
orientations: (down, up) – model MitminA, (up, down) –
model MitminB, (ii) mitoxantrone intercalated from the
major groove with both side chains present in this
groove in two different orientations: (down, up) – model
MitmajA, (up, down) – model MitmajB, (iii) mitoxantr-
one placed in the intercalation cavity in such a way that
one side chain is present in the minor groove and another
one is present in the major groove: the ring C with side
chains is close to 3′-5′ DNA strand – model MitintA, the
ring C with side chains is close to 5′-3′ DNA strand –
model MitintB.

In the case of pyrimidoacridine I (PyrI), which has
two side chains similarly to mitoxantrone, six models
were built: (i) PyrI intercalated from the minor groove
with two locations of ring system (normal and rotated of
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180° around the long axis of the ring system) having in
both cases the same orientation of the side chains – 
models PyrIminA, PyrIminB, (ii) PyrI intercalated from
the major groove with two locations of ring system (nor-
mal and rotated of 180° around the long axis of the ring
system) having in both cases the same orientation of the
side chains – models PyrImajA, PyrImajB, (iii) PyrI
placed in the intercalation cavity in such a way that one
side chain is present in the minor groove and another one
is present in the major groove: two rings with the side
chains are close to 3′-5′ DNA strand – model PyrIintA,
the rings with the side chains are close to 5′-3′ DNA
strand – model PyrIintB. Since the PyrI ring system is
asymmetric, it was necessary to consider normal and up-
side-down positions of these rings in models (i) and (ii).
On the other hand, the PyrI ring system is rather bulky,
unlike other intercalators with two side chains, therefore,
only one location of the two side chains in DNA grooves
was possible and worth studying.

In the case of the molecule PyrII, which has only one
side chain and, therefore, may have more conformational
freedom in the intercalation cavity, altogether eight mod-
els of the DNA–ligand complex were prepared: (i) PyrII
intercalated from the minor groove, for which two loca-
tions of the ring system (normal and rotated of 180°
around the long axis of the ring system) with two posi-
tions of side chain (up and down) for each location of the
rings are possible; models PyrIIminA1, PyrIIminA2,
PyrIIminB1, PyrIIminB2, (ii) PyrII intercalated from the
major groove, with two locations of the ring system 
(normal and rotated of 180° around the long axis of 
the ring system) and two of the side chain (up and down)
for each location of the rings; models PyrIImajA1, 
PyrIImajA2, PyrIImajB1, PyrIImajB2.

The initial model of each DNA–ligand complex was
constructed by visual inspection with the help of the 
InsightII program (MSI, San Diego, Calif.). The ligands
were placed in the central part of the intercalation cavity
to avoid short distance van der Waals contacts. Such
structures were then optimized using the Charmm force
field [48] within Quanta97 (MSI, San Diego, Calif.). All
molecular parameters and atomic charges were taken
from the set of Charmm force field parameters. During
the optimization process, 500 steps of the steepest de-
scent and 1,000 steps of the conjugated gradient algo-
rithm were used. The coordinates of the DNA molecule
during the optimization process were fixed. Optimized
structures were subsequently used in short molecular dy-
namics (MD) simulations in vacuum to find the best lo-
cation of the ligand inside the intercalation cleft. The
Charmm force field [48] was used for the MD run. Dur-
ing the simulation the DNA structure was frozen and on-
ly the ligands could move. The MD protocol contained a
heating part (up to 300 K) lasting 2 ps and then an equil-
ibration part lasting 40 ps. An atom-based cutoff of 18 Å
was used to truncate the non-bonding van der Waals and
electrostatic interactions. To allow a 2-fs time step, cova-
lent bond lengths of non-polar hydrogen atoms were re-
strained using the Shake algorithm. The NVT ensemble
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(constant temperature and volume) was used in the MD
simulations with a temperature coupling interval of 1 ps.
The final structure of the DNA–ligand complex obtained
after the equilibration step was taken as a starting struc-
ture for the binding free energy calculation. An excep-
tion was made only for the MitminB model since it re-
sembles the model MitminA after molecular dynamic
simulation – both side chains were rotated. This means
that only one location of the side chains of Mit in the
DNA minor groove is preferred. Therefore, the structure
of MitminB for the binding free energy calculations was
taken from the stage before the MD run but after a short
structure optimization.

PB–SASA calculations

The DNA–ligand intercalation can be described hypo-
thetically as a two step process:

The first step describes the conformational change of the
DNA (i.e., unwinding) that creates the necessary cavity
for the intercalator. The second step is a ligand binding
to unwind the DNA. The value of the DNA unwinding
free energy for the model of DNA studied in the present
work has already been estimated for a similar salt con-
centration, i.e., 15 mM. The previously obtained value of

=32.2 kcal mol–1 [35] was used here directly and
the free energy calculations were performed only for the
second process given in the above scheme. The free en-
ergy of DNA–ligand association in aqueous solution
( ) can be divided into polar (electrostatic) (∆Gel)
and non-polar (non-electrostatic) (∆Gnel) terms. [49]
Within the last few years non-linear Poisson–Boltzmann
(NLPB) equations [50, 51, 52, 53, 54, 55] have been
shown to provide an accurate description of the electro-
static interactions between DNA and ligands. [31, 32, 33,
35, 36, 56, 57, 58, 59] This approach was used in the
present study to calculate electrostatic contributions to
the binding free energy, while non-polar contributions
were calculated using the SASA method. [60, 61, 62, 63,
64, 65] The thermodynamic cycle corresponding to
DNA*–ligand binding is shown in Fig. 2. The solvation
free energy in this cycle corresponds to the free energy
of transfer from a low dielectric phase (the alkane phase)
to aqueous solution. It was faster to calculate the electro-
static contribution to the solvation free energy for the
transfer from the alkane phase to aqueous solution rather
than from vacuum to water. In the former case, we as-
sume the alkane phase to have a dielectric constant ε=4,
which is also equal to the internal dielectric constant for
the molecule (see last paragraph in PB–SASA calcula-
tions). The finite-difference method was used to solve
the NLPB equations. In this case, it was possible to use
the method of Green’s functions to subtract the self-
energy. [66] Additionally, the transfer of a molecule
from a phase of ε=4 to a phase of ε=78 justifies the ap-

plication of a microscopic surface tension coefficient
used in SASA methods.

According to the thermodynamic cycle in Fig. 2, the
binding free energy of the ligand to DNA* (in this case,
it is unwound DNA ready for intercalation) is defined as: 

(1)

and, when one separates electrostatic and non-electro-
static contributions, it can be expressed as:

(2)

The electrostatic and non-electrostatic contributions in
this equation can be grouped together since the self ener-
gy in the NLPB equations cancels out due to the same
positioning of the grid for the complex and the sub-
strates. [67] The first two non-electrostatic terms 
can also be put together. The second non-electrostatic
term is equal to 0 since there are no conformat-
ional changes during binding and the complex formation
in low dielectric medium corresponds to transferring the
ligand from the non-polar medium to the non-polar inte-
rior of DNA* with the same dielectric constant. Thus Eq.
(2) can be rewritten as follows:

(3)

The first term of Eq. (3) was calculated by the NLPB
method and the second term was calculated by the SASA
method according to the equation:

(4)

where ∆Abind is a difference between the solvent-accessi-
ble surface area for the complex and the substrates. The
coefficient γ=0.050 kcal mol–1 Å–2 [35, 36, 68, 69] is a
microscopic surface tension coefficient relating the sol-
vent-accessible surface area to the free energy of trans-
ferring a molecule from an alkane to a water phase. [70]
The solvent-accessible areas were obtained in these cal-
culations using a probe radius of 1.4 Å.

All the electrostatic contributions to the DNA–ligand
binding free energy were calculated using the UHBD pro-
gram. [67, 71] Non-linear Poisson–Boltzmann equations

Fig. 2 The thermodynamic cycle of studied DNA–ligand com-
plexes corresponding to the process of ligand intercalation to un-
wound DNA*



for all three compounds are of the order of –6 to
–10 kcal mol–1 and are comparable to those of other
DNA–ligand complexes. [15] The differences between
the compounds are of the order of 1–2 kcal mol–1. The
source of these differences may come from the fact that
both Mit and PyrI molecules have two side chains with
protonated amino groups that can interact with DNA
grooves. On the other hand, PyrII has only one such 
side chain. Therefore, its interaction with DNA can be
weaker.

Calculated values of binding free energy

The calculated values of DNA–ligand binding free ener-
gy for mitoxantrone and two derivatives of pyrimido-
acridines are presented in Table 2. The binding free ener-
gy is dissected according to the approach outlined in 
the Theory and methods section for electrostatic ( )

and non-electrostatic ( ) contributions. The first
one was calculated by solving the NLPB equations, the
second using the SASA method. The last column in 
Table 2 additionally reports the total DNA–ligand bind-
ing free energy that includes the conformational unwind-
ing of DNA necessary for ligand intercalation. The val-
ues from this column can be compared directly with the
experimental values of binding free energy presented in
Table 1. The only missing contribution in our free energy
calculations (last column in Table 2) accounts for the en-
tropy term concerning the reduction of translational and
rotational freedom of a ligand and DNA upon binding.
An extensive discussion how other entropic terms are
implicitly included in our calculations and generally how
to treat entropic corrections in calculations of binding
free energy between DNA and small ligands is presented
in the work of Baginski et al. [35] The estimated value
of the translational–rotational entropy contribution for
DNA–anthracycline complexes is ca. 4 kcal mol–1. [35]
This value is smaller than the ~10–15 kcal mol–1 used by
others (e.g. [15, 75]) in the parsing scheme of li-
gand–DNA binding free energy. However, recently simi-
lar values to our data were also reported for the entropy
cost of protein association. [76] In our case, the ligands –
especially Mit and PyrI with two side chains – may be
regarded as more flexible than anthracyclines. Therefore,
one may assume somewhat higher values than estimated
for anthracyclines (i.e., about 6–8 kcal mol–1) as the
proper entropy correction. This additional entropy cost is
due to loss of conformational chain freedom and was
previously estimated to be of the order of ca.
2 kcal mol–1 for short chains. [77, 78, 79] Taking into ac-
count such an entropy correction, we find that our calcu-
lated values of DNA–ligand binding free energy are very
close to the experimental data. It should be noted that the
values of binding free energy corrected by 6 kcal mol–1

for Mit and PyrI and corrected by 4 kcal mol–1 for PyrII)
are presented in Table 2 in parentheses. In the latter case,
the value is the same as for DNA–anthracycline com-
plexes [35] since PyrII and anthracyclines have only one
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were used. The molecular parameters, i.e., atom charges
and van der Waals radii for all atoms of ligands and
DNA* were taken from the Charmm force field. The
same parameters were used during the initial structure
preparations with the Charmm program. In the UHBD
calculations each molecule was treated as a low dielectric
cavity with ε=4. This dielectric constant was used to ac-
count for electronic polarization and dipole fluctuations
inside the molecule. The same value was also used previ-
ously for DNA. [32, 35] The cavity was defined by the
molecular surface obtained using a probe radius of 1.4 Å.
The water solvent was treated as a continuum of dielec-
tric constant ε=78. A radius of 2.0 Å was used to exclude
monovalent ions from the surface of each molecule. The
monovalent ion concentration was kept at the level of
c=15 mM Na+ in all electrostatic calculations – this value
corresponds to the experimental monovalent ion concen-
tration at which the binding free energy was obtained.
The electrostatic focusing procedure was used for NLPB
calculations. [72] First the electrostatic potential was cal-
culated on a cubic lattice of 110×110×110 points. The ini-
tial grid mesh size was 1.0 Å. Next, a grid mesh size of
0.5 Å was used. The calculations of the electrostatic free
energy contribution for ligand, DNA and DNA–ligand
complex were performed for the same position of the cu-
bic lattice. The positions (i.e., Cartesian coordinates) of a
ligand and DNA alone were the same as their positions in
the complex. The surface boundary smoothing procedure
was also employed. [73, 74] Finally, it is worth mention-
ing that the main source of errors in our DNA–ligand free
energy binding calculations by the PB–SASA method
does not stem from the variation of molecular parameters
in the PB calculation but from uncertainties of DNA–li-
gand structure of the complex. For example, for randomly
chosen structures from the equilibration stage of an MD
run, a difference of ±1 kcal mol–1 of binding free energy
was found for DNA–MitminA complex, which corre-
sponds to roughly 7% of the total value.

Results and discussion

Experimental values of binding free energy

The experimental values of DNA–ligand binding con-
stants and corresponding free energy values are shown 
in Table 1. The reported values of binding free energy

Table 1 The experimental values of DNA–ligand binding free en-
ergy. C50 – concentration of the compound needed to reduce the
DNA–ethidium complex fluorescence by 50%; mean value (±5%)
from three determinations. Kapp – apparent ligand binding constant
(see Theory and methods for the definition). ∆Gbind – calculated
values of binding free energy according to the equation
∆Gbind=–RT ln(Kapp) for T=293 K

Compound C50 (µM) 10–6 Kapp (M–1) ∆Gbind (kcal mol–1)

Mit 0.053 47.170 –10.3
PyrI 0.580 4.310 –8.9
PyrII 28.600 0.087 –6.6
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substituent. Nevertheless, we do not claim that our cal-
culations can reproduce quantitatively absolute values of
binding free energy. In the best case, one may regard our
calculated values as semiquantitative. However, as dem-
onstrated previously, [35] experimental relative values of
binding free energy for DNA–anthracycline complexes
were reproduced fairly well.

The free energy calculations were performed for sev-
eral topologically different models of intercalation for
each ligand. In case of Mit only the binding free energy
value corresponding to intercalation from the minor
groove is close to the experimental value. Actually, the
model MitminA can be regarded as the most probable
for intercalation (Fig. 3a). The location of MitminA side
chains in the minor groove is rather natural and fits well
to the DNA turn. On the contrary, a reversed position of
the side chains in the MitminB model substantially in-
creases the binding free energy. This suggests that only
one location of side chains in the minor groove is pre-
ferred. The predicted values of binding free energy for
the models Mitmaj (intercalation from the major groove)
and Mitint (intercalation with one chain in the minor
groove and the second chain in the major groove) are
rather far from the experimental value. This means that
such modes of interaction between Mit and DNA are
very unlikely.

The calculated values of binding free energy between
PyrI and DNA are close to experimental data only in the
case of models PyrIminA, PyrIminB and PyrIintB. The
first two models correspond to ligand intercalation from
the minor groove and are similar to the intercalation
models predicted for mitoxantrone (Fig. 3b). One should
also consider the model PyrIintB (Fig. 3c) as very likely
from the thermodynamic point of view. The value of the
binding free energy for this model is even lower than
that obtained experimentally (Table 2). Nevertheless, the
PyrIintB model of intercalation with one chain in the mi-

nor groove and the second in the major groove should be
considered with some caution. The bulky ring system
and two side chains of the PyrI molecule may have some
problems to intercalate just from one side, and therefore
the intercalation mode with one chain in the minor and
one in the major groove can be a kind of alternative in-
tercalation structure without conformational crowding.
On the other hand, it is very rare situation and, to the
best of our knowledge, there is only one reported struc-
ture of a DNA–ligand complex where the ligand has two
substituents attached to the ring system and each substit-
uent is placed in a different DNA groove. [80]

The calculated values of binding free energy for the
DNA–PyrII complex differ substantially from experi-
mental data regardless of which intercalation model is
considered. Taking into account a fairly good agreement
between the experimental and calculated values of bind-
ing free energy for anthracyclines [35] and in the present
work for Mit and PyrI, it is reasonable to reject the as-
sumed models of intercalation for PyrII. These models
do not reproduce even semiquantitatively the experimen-
tal binding free energy. Since the free energy calcula-
tions were performed for many different models of inter-
calations it looks as if PyrII does not intercalate into
DNA. This means that intercalation as the assumed
mode of interaction between DNA and PyrII was not
correct and one should consider other modes of interac-
tion, e.g., groove-binding. Such an alternative binding
may also be supported by biological cytotoxic data. [39]
The compound PyrII is much less cytotoxic than PyrI
(i.e., the EC50 for PyrII is two orders of magnitude high-
er than that for PyrI). [39] Such a difference in the cyto-
toxic activity may be explained by a different interaction
of the molecules studied with DNA. Of course the cyto-
toxic data come from in vitro experiments in tissue cul-
ture and some additional effects such as metabolic acti-
vation or cellular uptake may be responsible for the di-

Table 2 The calculated values
of DNA–ligand binding free
energy for topologically differ-
ent complexes of Mit, PyrI, and
PyrII with DNA. The electro-
static part was calculated with-
in the PB approach, the non-
electrostatic part was calculated
using SASA methods. The
binding part is the sum of elec-
trostatic and non-electrostatic
contributions. Total binding
free energy includes additional-
ly free energy of DNA unwind-
ing – the value of 32.2 kcal
mol–1 taken from Baginski et
al. [35] was applied. The values
in parentheses present total
binding free energy that in-
cludes entropic corrections –
see the text. All values are 
given in kcal mol–1

Name of Elec. part Non-elec. part Binding Total 
complex

MitminA –0.8 –48.2 –49.0 –16.8(–10.8)
MitminB –0.3 –39.7 –40.0 –7.8(–1.8)
MitmajA –2.2 –36.9 –39.1 –6.9(–0.9)
MitmajB +4.2 –37.9 –33.7 –1.5(+4.5)
MitintA –2.5 –40.5 –43.0 –10.8(–4.8)
MitintB –2.2 –41.8 –44.0 –11.8(–5.8)
PyrIminA +0.9 –47.2 –46.3 –14.1(–8.1)
PyrIminB +0.3 –46.8 –46.5 –14.3(–8.3)
PyrImajA –2.1 –36.7 –38.8 –6.6(–0.6)
PyrImajB –3.8 –35.6 –39.4 –7.2(–1.2)
PyrIintA +2.2 –41.4 –39.2 –7.0(–1.0)
PyrIintB –6.2 –41.7 –47.9 –15.7(–9.7)
PyrIIminA1 +2.8 –39.7 –36.9 –4.7(–0.7)
PyrIIminA2 +2.3 –38.2 –35.9 –3.7(+0.3)
PyrIIminB1 +2.8 –38.7 –35.9 –3.7(+0.3)
PyrIIminB2 +1.3 –38.0 –36.7 –4.5(–0.5)
PyrIImajA1 –0.3 –30.2 –30.5 +1.7(+5.7)
PyrIImajA2 +4.1 –29.9 –25.8 +6.4(+10.4)
PyrIImajB1 +0.4 –30.8 –30.4 +1.8(+5.8)
PyrIImajB2 +2.1 –35.3 –33.2 –1.0(+3.0)
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verse cytotoxic activities. Nevertheless, altogether, bind-
ing studies, calculation of free energy, and cytotoxic data
strongly support the hypothesis that PyrII interacts with
DNA in a different way than PyrI or Mit. Since the ex-
perimental binding free energy of PyrII is higher than
that of PyrI, one may suspect that PyrII binds only to a
minor or major DNA groove. From the molecular point
of view it is also worth mentioning that intercalation of
PyrII into DNA may be not possible because of the size
of the chlorine atom. The chlorine atom may act in this
case as a molecular obstacle preventing intercalation. All
intercalation models of PyrII assume that the side chain
is present in one of the DNA grooves. This means that
the chlorine atom (Figs. 1 and 3d) replacing the second
side chain is present either partly in the intercalation cav-
ity or in the opposite groove. Since the chlorine atom is
not only bulky but also carries a negative net charge, its
location in the intercalation cavity or groove is thermo-
dynamically very unfavorable. The negative electrostatic
potential of DNA in both grooves [35, 81] supports this
idea because the chlorine atom will be repelled electro-
statically from the grooves.

Finally, it is worth discussing the different terms of
the DNA–ligand binding free energy. In all cases, the
electrostatic contribution (Table 2) to the binding

free energy is around zero (both positive or negative)
which was also found for anthracyclines [35] and phe-
nylphenanthridine [32] within the PB approach. The
electrostatic contribution for the predicted models of in-
tercalation MitminA and MitminB is slightly negative.
This means that two protonated chains of Mit prefer to
stay in the DNA groove, rather than in bulk solvent.
Since each Mit chain carries not only one charged group
but also a polar hydroxyl group, its electrostatic interac-
tions with DNA may quite well replace the solvation of
the DNA groove by ions. The release of ions from the
DNA groove after binding can be compensated in this
case by polar and charged groups of Mit placed in the
groove upon binding. The situation is different when
PyrI binds to DNA. PyrI has only one charged group in
the side chain and no other polar groups. Additionally,
this charged group is quite bulky. The release of ions
from the DNA groove by this group upon binding is not
compensated by electrostatic interactions with the side
chain of PyrI.

It is also worth discussing all other cases for MitI and
PyrI where the non-polar contribution is negative but the
total free energy is higher than those for the most favor-
able complexes. The negative electrostatic contribution
in these models is due to very specific either intra- or in-

Fig. 3a–d Structure of selected
models of DNA–ligand com-
plexes (stereoview): a model
MitminA – the most likely
structure of DNA–Mit com-
plex, b model PyrIminB – 
the most likely structure of
DNA–PyrI complex, c model
PyrIintB – thermodynamically
allowed but kinetically rather
difficult to obtain structure of
DNA–PyrI complex with each
side chain in a different DNA
groove, d model PyrIIminA1 –
rather unlikely from steric rea-
sons structure of DNA–PyrII
complex. DNA is black and li-
gands are blue. See text and 
Table 2 for further description



termolecular hydrogen bonds formed by ligands. How-
ever, this more negative contribution is not compensated
by the non-electrostatic contribution, which is always
higher in these cases. The source of increased non-elec-
trostatic contribution to the binding free energy stems
from the fact that the ligand forming these specific hy-
drogen bonds does not bind tightly to DNA. In this case,
the change of surface-accessible surface area of mole-
cules upon binding is not as large and non-electrostatic
interactions are not emphasized as strongly.

Comparing different contributions to the binding free
energy in Table 2, one can say that the driving forces for
ligand binding and eventually intercalation into DNA are
non-polar interactions resulting from the burial
of interfacial surface area of both DNA and ligand 
(column III in Table 2). This non-polar contribution to
the binding free energy is always highly negative be-
cause of the release of water molecules from the surface
of DNA and ligand. The release of water molecules is
hydrophobic in nature since, according to the thermody-
namic cycle in Fig. 2 and Eq. (2), it corresponds to the
situation when interacting molecules are not charged. It
is worth underlining that negative values of non-electro-
static contributions (“hydrophobic” effects) to the bind-
ing free energy as the driving force of the whole binding
process were found for DNA–protein [36, 82, 83, 84]
and other DNA–ligand [35, 85, 86] complexes.

Interestingly, different contributions to DNA–ligand
binding free energy have recently been presented by 
others. [15, 75] In these studies the binding free energy
is also divided into conformational, entropic, hydropho-
bic (non-electrostatic), polyelectrolyte (electrostatic) and
additionally noncovalent (hydrogen bonds) contribu-
tions. Estimation of different contributions to the binding
free energy for DNA–groove binder Hoechst 33258
works quite well and the final binding energy is very
close to the experimental value. [15] However, when one
tries to add the estimated contributions to the binding
free energy for DNA intercalators, e.g., daunorubicin or
doxorubicin (given in the same work [15]) the final 
value of the DNA–ligand binding free energy is substan-
tially different from the experimental value and may
even take positive values. This is especially true when
one takes into account the energy contribution necessary
for conformational change of the DNA (unwinding).
Comparing our calculated contributions to the binding
free energy (current work) and previous estimates for an-
thracyclines, [35] it appears that values estimated by
Chaires’s group [15, 75] are less negative than those ob-
tained by us for hydrophobic interactions. On the con-
trary, our estimation of the DNA-unwinding free energy,
[35] which takes into account both electrostatic and 
non-electrostatic contributions, is higher than that dis-
cussed in references [15, 75]. Also the values of entropic
changes due to loss of translational and rotational free-
dom upon binding differ from article to article. In our
case values from 4 to 6 kcal mol–1 are used and in refer-
ences [15, 75] a value of 15 kcal mol–1 was used. Clear-
ly, further studies are necessary to determine the most

likely contributions to the binding free energy of
DNA–ligand complexes when the ligand intercalates into
DNA.

Conclusion

In this work experimental as well as calculated values of
binding free energies of selected ligands (i.e., mitoxantrone
and pyrimidoacridines) to DNA were obtained. Since the
experimental structures of the DNA–ligand complexes
studied were not available, the PB-SASA methods were
used as a predictive tool to study the mode of DNA–
ligand interactions. This theoretical approach was justi-
fied by a previous study of DNA–small ligand and
DNA–protein binding free energies. Therefore, compari-
son of calculated values with experimental data for dif-
ferent models of DNA–ligand complexes enables us to
point out the most likely structures. It was found that mi-
toxantrone and one derivative of pyrimidoacridine
(PyrI), both with two side chains, intercalate into DNA
from the minor groove. In both cases, the side chains
stay in the minor groove of DNA. On the other hand, we
hypothesize that another derivative of pyrimidoacridine
(PyrII), with only one side chain, does not intercalate in-
to DNA. Based on the large discrepancy between the cal-
culated and experimental binding free energies we postu-
late a groove-binding mode of PyrII interaction with
DNA. The different mode of interaction with DNA be-
tween Mit or PyrI and PyrII is also supported by sub-
stantial difference in the biological activity between
these compounds.

Additionally, our studies showed that the binding of
the studied ligands with DNA is driven by non-electro-
static interactions. This finding is in agreement with re-
cent results obtained for other molecules (small ligands
and proteins) interacting with DNA.

In summary, the successful application of the 
PB-SASA method to our particular problem suggests
that this methodology is a potent predictive tool to study,
at least in a semiquantitative way, binding free energies
of DNA–ligand complexes even in cases when the struc-
ture of these complexes is not known. In these cases, a
comparison of experimental and calculated free energy
values enables us to suggest the most likely mode of
DNA–ligand interaction.
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